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AvatAIr - A Pipeline for Generating Optimized, Individually Tailored Avatars

MARCEL GREINER, Ulm University, Germany

LUKAS STEINWENDER, Ulm University, Germany

There are various methods available for defining the visual characteristics of virtual characters, such as avatars. One common
approach is to modify predefined variables, like hair style and eye color. However, a challenge arises when users are unsure about
how they want their avatar to look. To address this, we present AvatAIr, a pipeline that generates user-preferred, photo-realistic
avatars using Stable Diffusion and Bayesian optimization. Unlike traditional avatar generators, where users manually adjust each
attribute, our pipeline allows the program to determine the most suitable avatar based on user ratings. Our goal is to simplify the
avatar creation process by focusing more on user preferences and less on parameter adjustments. Our pipeline utilizes stable diffusion
to synthesize high-resolution, realistic avatars. Furthermore, Bayesian optimization plays a crucial role in fine-tuning the generated
avatars according to specific user preferences, incorporating feedback loops to iteratively impove towards a user-preferred avatar. The
project is open-sourced and available at https://github.com/lukassteinwender/avatair

Additional Key Words and Phrases: avatar, avatar generator, user-preferred individual avatars, bayesian optimization, stable diffusion,
avatar generation, user preferences, generative models
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1 INTRODUCTION

1.1 Background

1.1.1 Avatar Use in Various Application Areas. Avatars are used in advertising, entertainment, human-computer
interaction, and as research tools to investigate human emotion perception [16]. Furthermore, avatars can be virtual
representations of individuals who are used for technical, scientific or educational purposes [31]. They serve as virtual
representations of users or systems in various applications and contribute to enhancing customer satisfaction and
facilitating seamless communication [31]. Application areas can range from increasing trust in highly automated cars
[36], increasing attractiveness of public displays with personalized avatars [24] to serving as a tool for self-exploration
and socialization in a virtual world [14].

A notable attempt of increasing trust and communication efficiency includes the animated AI assistant Nomi from
the automotive brand Nio (see Figure 1). In terms of the avatar, Nomi distinguishes itself by providing a distinctive
visual portrayal as an abstract face accompanied by its own animations, setting it apart from conventional car assistants.
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2 Greiner and Steinwender

1.1.2 Importance of Customized Avatars. Developing customizable avatars is crucial for improving the user experience
and enhancing self-identification, engagement and motivation in digital environments like role-playing games [17].
They allow users to tailor their virtual self-representation to match aspects of their actual or ideal self, influencing
psychological well-being [23]. In a different setting, avatars in business lead to increased customer satisfaction, a more
positive attitude toward the product, and a greater purchase intention in online shopping [10]. Therefore, customizable
avatars represent an advancement toward a personalized and immersive digital future.

1.2 Motivation

1.2.1 Challenges. Avatar generation is currently facing a number of challenges. One major issue is the uncanny valley
effect[22], which refers to the discomfort or lack of appeal that users may experience when interacting with realistic
avatars [13]. Furthermore, the choice of avatar creator application can also impose limitations on customization options,
such as a restricted range of hairstyles or limited possibilities for adjusting facial features. For instance, Ready Player
Me [15], a virtual avatar platform by Wolf3D, enabling users to create customizable 3D avatars for use in diverse virtual
reality applications and environments, offers 10 distinct face forms, Snapchat’s Avatar Creator Bitmoji provides 18
options, and Facebook’s Avatar Creator presents 6 face form choices along with 3 face width variations, totaling 18
options. In comparison, Apple’s Memoji Creator offers 15 different options for face form.

Also, users find it difficult to create the ideal avatar because there are so many settings and parameters that need
to be adjusted for the best outcome [20]. Added to this, people never really know what they want until you show it
to them [3]. These challenges highlight how difficult it is to design avatars that smoothly fit each user’s expectations
while balancing realism and acceptability.

1.2.2 Objective. Creating an effective pipeline for generating customized avatars is the main objective of this project.
The work attempts to overcome current obstacles in avatar customization.

1.3 Contribution

That is the reason why we have created a novel pipeline for avatar generation. This approach acknowledges the notion
that individuals may not have a clear idea of their preferences until they are presented with visual representations.
Instead of manually adjusting each detail of an avatar, users are now offered automatically generated avatars. Users
are then prompted to evaluate and rate these avatars, offering valuable feedback on elements they find appealing or
disconcerting. This user-provided data is used to initiate an iterative optimization process that continuously improves
the avatar based on the collected feedback and preferences.

In this paper, we introduce a pipeline called "AvatAIr - A Pipeline for Generating Optimized, Individually Tailored
Avatars." Our pipeline combines Bayesian optimization and Stable Diffusion. This enables us to produce photo-realistic
avatars that are customized to the preferences of individual users.

2 RELATEDWORK

In this section, we discuss previous studies related to the development of a pipeline for creating optimized and
personalized avatars. We will explore research contributions in the field of avatars and technologies that employ similar
methods for avatar creation, customization, and optimization.
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Fig. 1. The artificial intelligence assistant, Nomi, developed by the automotive brand NIO. [11, 12]

2.1 Current Research in the Field of Avatars

2.1.1 Avatars in Human-Agent Interaction. Human-Agent Interaction (HAI) is an emerging area of research that
investigates and advances the design methods for interaction across a range of interactive platforms, including digital
media, software agents, robots, and human-human communication [7]. Avatars play a crucial role in the field of human-
agent interaction as they serve as digital representations that facilitate the connection between individuals and virtual
entities. Numerous studies have investigated different aspects of human-agent interaction with avatars, including the
significance of avatar expressions in virtual environments[18]. Liang et al.’s paper focuses on the interaction between a
virtual actor (avatar) and the virtual world, specifically in terms of the avatar’s expressions and its response to events
in the environment. The outcomes of their carried out experiment show that the suggested method is workable and
that it is possible to successfully connect the avatar’s emotions to the virtual environment, improving the interaction
experience as a whole [18]. Furthermore, researchers have investigated the integration of semi-personalized virtual
agents into human-computer interaction [8]. They have also explored the utilization of voice and gesture recognition
systems to facilitate real-time interaction [33]. These efforts have led to enhancements in the overall user experience [8]
[33]. Furthermore, J. Carey et al. [5] found out that, expressive communication in virtual worlds - which includes body
language, tone of voice, gestures, and nonverbal cues - can help people get emotional satisfaction and feel comfortable
in social interactions [5]. These studies have demonstrated the potential of avatars in facilitating communication
and interaction between humans and virtual agents, with applications in fields such as virtual reality and artificial
intelligence.

2.1.2 Avatars in the Automotive Context. An impactful application could be within the automotive context, where
avatars have redefined the user experience by serving as virtual representations. Several papers have explored this
[4, 9, 36]. To enhance safety and user experience in automated driving systems, Bengtsson proposes using an in-vehicle
avatar interface to enhance human-vehicle interaction [4]. It suggests that concepts of social attunement, such as
sharing intentions, inferring goals, mutual predictability, and understanding performance limitations, can be applied
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4 Greiner and Steinwender

Fig. 2. From left to right: avatar creator applications - Snapchat Bitmoji, Ready Player Me, and Character Creator by Reallusion. [21]

with avatars to the human-vehicle interaction [4]. In addition, avatars can support media augmentation through
automotive motion by providing the user with a control input to interact with the media [19]. The study conducted
by Rakotonirainy et al. explored the use of in-vehicle avatars to elicit social responses and modify driving behavior
[25]. The study introduces a novel in-vehicle technology that makes use of avatars to communicate drivers’ intentions,
cause social reactions, and heighten awareness amongst users in an effort to promote safe driving. In order to influence
group decision-making and promote safe driving, it employs eye gaze as a social cue [25]. Although improving the user
experience is a top priority, interesting results were found in Hofmann et al.’s [9] evaluation of the In-Car Speech Dialog
System (SDS) notification. Their research indicates that in an automotive setting, speech-based proactive notification
concepts are the most usable and least distracting compared to visual or graphical notifications. It is interesting to note
that the inclusion of an avatar was found to have a negative effect on steering performance despite being intended to
enhance interaction [9]. Unlike the results concerning steering performance, avatars can be useful for fully automated
vehicles. Avatars in cars can increase trust in highly automated driving by translating car states into human behavior
and expressions, making drivers more aware of the situation and potentially gaining more trust in the system [36].
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2.2 Short Overview of Existing Avatar Generation Methods

Various avatar generation programs offer users the opportunity to create personalized individual avatars. Avatar
generation programs range from simple, easy-to-use options like Bitmoji [32] for cartoon avatars on social media, to
Ready Player Me [15] for realistic 3D avatars in virtual reality, to Character Creator [26] by Reallusion for detailed 3D
characters in game development. The visual differences are shown in figure 2.

Simple and easy-to-use options are characterized through a user-friendly interface with a straightforward step-by-
step creation process. A process could look like that [32]: Customize hair (hairstyle, haircolor), customize facial hair
(facial hair color), choose piercings (earrings, nose, eyebrow, lip, tongue), choose Eye shadow and blusher color, choose
glasses, choose skin color, customize eyes (shape, eyelashes, size, eye distance, color), customize eyebrows (shape,
color), choose nose shape, customize chin and face shape, customize mouth size, customize ears (shape, hearing aids),
customize face (cheekbones, forehead wrinkles, eye details) and choose the stature of the avatar. After that, you also
have many options for the clothes. In contrast, the more detailed avatar creator application offers a broader range of
features, such as a Tear line and occlusion mesh, which introduce additional depth and vitality to the eyes [26].

Various methods exist for creating the initial avatar. Some software programs, such as Ready Player Me [15] and
Character Creator [26], offer the option to generate an avatar using an initial photograph. This involves uploading an
image, which serves as the basis for generating a preliminary version of the avatar. Users can then further customize
the avatar according to their preferences.

To summarize, the programs have variations in terms of their ease of use and speed in customizing avatars, as well
as their level of detail in controlling facial features and body structure. The level of difficulty also varies, with simpler
programs prioritizing quick and easy usage, while more complex ones provide greater control but require more time to
learn. The decision ultimately depends on the specific needs and desired level of customization.

3 APPROACH

AvatAIr is an efficient solution for enhancing the process of creating personalized avatars. It utilizes Stable Diffusion,
a technique that enables the generation of realistic avatars based on specific requirements. By inputting a prompt,
Stable Diffusion produces an avatar that aligns with the given prompt. AvatAIr incorporates a user interface to present
the avatars and allows users to rate them. This rating system assists in determining the most suitable avatar for the
user, eliminating the need for the user to make the decision themselves. Moreover, AvatAIr employs an optimization
algorithm to accurately interpret the ratings and adjust the prompt accordingly. The pipeline of AvatAIr consists of
three primary components.

(1) Generating potential avatars based on multiple parameters (e.g., age, anthropomorphicity, style, ...).
(2) A user rating based on a pre-defined metric (e.g., likeness, trust,...).
(3) An iterative identification of user-specific parameters using an optimization algorithm

A understanding of the concept of the pipeline can be obtained by referring to Figure 3. Our pipeline incorporates
several functionalities aimed at improving user satisfaction and capturing valuable data. The following is an enumeration
of the features integrated into the pipeline:

(1) A config file
(2) A possibility to interrupt the program at any time
(3) Attention checks
(4) Logging of the entire process
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6 Greiner and Steinwender

Fig. 3. Sketch of our idea of how the pipeline works

4 IMPLEMENTATION

4.1 Architecture

As discussed in Section 3, our pipeline integrates multiple existing components. Initially, an image is created through
Stable Diffusion (Section 4.2.1), and in the subsequent step, the user rates this image. Bayesian Optimization (Section
4.2.2) is then employed to narrow down the possible prompt parameters based on this evaluation. The process is then
repeated, using these refined values to generate a new image with Stable Diffusion. This iterative process continues for a
predetermined number of iterations, progressively narrowing down the parameter space. Eventually, the system should
generate a visually appealing representation preferred by the user. The pipeline is visualized in Figure 3. To ensure
accessibility, we have implemented a user interface using Gradio (Section 4.2.3). Additionally, our pipeline incorporates
several features, which are elaborated in Section 4.4. Python was selected as the programming language for this project.
The installation and usage instructions can be found in the repository’s readme file.

4.2 Components

4.2.1 Image-Generation. Our avatars are created using Stable Diffusion, a text-to-image technology that enhances
performance and image quality, allowing users to generate high-quality images quickly [28]. This technology offers
various models for image generation, catering to specific use cases. The details of our utilization of Stable Diffusion and
the process of creating the prompt that guides image generation will be discussed in the subsequent section on Prompt
Engineering. The functionality of Stable Diffusion is accessed through the Huggingface Diffusers library. This library
provides state-of-the-art pre-trained diffusion models for image generation. In terms of usability and accessibility,
Huggingface Diffusers offers several advantages over the native Stable Diffusion library. One notable advantage is the
Manuscript submitted to ACM
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ability to easily switch between models by modifying a single variable in the code. The Huggingface Diffusers library
enables the utilization of a vast collection of pre-trained models, making it feasible to modify a single variable in the
configuration file to employ a different pre-trained model in our pipeline. This flexibility allows for the selection of
pre-trained models based on the specific application domain. For instance, we utilize the "SG161222/RealVisXL_V3.0"
model, which is specifically designed to generate realistic avatars or human representations. Furthermore, an additional
variable enables the switching between Stable Diffusion XL and Stable Diffusion. We recommend the more efficient and
newer Stable Diffusion XL. The utilization of multiple models also provides the opportunity to extend the application of
our pipeline to diverse avatars or even beyond the realm of avatars, if desired.

4.2.2 Optimization. We employ Bayesian Optimization, an iterative global optimization algorithm that surpasses human
decision-making in terms of average optimization efficiency and consistency [29].The process starts by hypothesizing
potential solutions and generating new values based on these assumptions. It updates its map, becoming more accurate
with each additional piece of information as it gains insights from these initial predictions. This approach employs
a strategy that balances exploring new areas and leveraging promising locations instead of randomly searching. It
enhances its understanding of the landscape with each new observation (evaluating the function at a particular point),
adjusting its map to better predict the possible location of the optimal solution. To integrate Bayesian Optimization into
our application, we utilize BoTorch, an open-source framework designed for Bayesian hyperparameter optimization [6].
BoTorch seamlessly integrates with PyTorch, an open-source toolkit, enabling us to effectively explore and optimize
parameter spaces with high dimensions. Our approach involves two types of values: input values, which users can
select using sliders, and output values, which are associated with specific attributes of the corresponding prompt. It
is worth noting that all values are normalized to a range between 0 and 1 for optimization purposes, as Bayesian
Optimization operates within this range. For instance, if we have an "age" value ranging from 0 to 100, it would be
converted to a range of 0 to 1 in the optimization process (0, 0.01, 0.02, ..., 1.00). Essentially, our optimization objective
is to maximize the number of user input values that approach or reach the value of 1.00. If this objective is not met,
Bayesian Optimization will adjust the output values accordingly and await the next input.

4.2.3 User Interface. Weutilize Gradio, an open-source Python package, for our user interface. Gradio allows researchers
to quickly generate visual interfaces for their machine learning projects, enhancing accessibility and collaboration [1].
The main advantages of Gradio include its compatibility with any device and its ability to create interfaces with minimal
code. We have opted to use image output to display the avatars. These avatars can be rated using sliders ranging from
0 to 1 with increments of 0.001. Gradio provides the sliders as a built-in feature. Additionally, Gradio allows for the
customization of individual components, such as modifying element descriptions or adjusting the visibility of specific
elements. We leveraged this functionality in our pipeline for creating start and end screens, as well as for handling
other special cases. A screenshot of the final user interface during a typical run is shown in Figure 4.

4.3 Prompt Engineering

Prompt engineering is a crucial strategy in the field of natural language processing, as it allows for the control and
manipulation of language models’ behavior. In our case, prompt engineering plays a vital role in generating visually
appealing and desired images for avatars. We have developed two distinct approaches to prompts: one that utilizes
specific variables and another that utilizes latent variables. The specific variables approach focuses on providing
a detailed description of the avatar’s surface-level appearance, while the latent variables approach leverages Stable
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Fig. 4. User Interface of AvatAIr, where the user can rate an avatar an generate a new one based on the rating.

Diffusion’s perception of humans to create avatars based on personality traits. Additionally, both approaches incorporate
a degree of realism, allowing for a range of visual outputs from abstract representations to highly realistic images.

4.3.1 Specific Variables. A variety of specific variables are utilized to capture various characteristics that contribute to
a comprehensive understanding of an individual’s physical appearance and identity. These variables encompass factors
such as eyeglasses (with values ranging from 0 to 0.50 representing no glasses and 0.51 to 1 indicating the presence of
glasses), skin tone, hair color, eye color, hair length (measured in centimeters with a maximum length of 100cm), hair
texture (including options such as stick straight, straight, wavy, big curls, and small curls [27]), gender (categorized as
male, female, or androgynous), age (ranging from 0 to 100 years), body type (ranging from very thin to very obese), nose
type (with three options or none), mouth type (with three options or none), eye type (with three options or none), ear
type (with three options or none), facial hair (ranging from 0 to 1), and facial shape/width (classified as narrow, medium,
or wide). These variables serve as a comprehensive foundation for character descriptions and identity profiling, as
shown in Table 1. An instance with a prompt and the corresponding image is depicted in Figure 5.

4.3.2 Latent Variable. The personality traits known as the "Big Five" [30] - Openness, Conscientiousness, Extraversion,
Agreeableness, and Neuroticism - are included in our pipeline for generating avatars. These traits are represented
as latent variables derived from well-established psychological models, providing a more detailed understanding of
a person’s personality compared to surface-level variables. By incorporating these latent variables, we are able to
add psychologically informed qualities to avatars, going beyond their outward appearances. Additionally, research
on effective interactions has identified acceptance, likeability, empathy, anthropomorphism, and trust as important
factors [2]. In our model, these factors are also represented as latent variables, along with Openness, Conscientiousness,
Neuroticism, Extraversion, and Agreeableness, as shown in Table 1. Figure 6 shows an example consisting of a prompt
with latent variables and its corresponding image.

4.3.3 Value Conversion Bayesian Optimization to Prompt. As mentioned in Section 4.2.2, Bayesian Optimization returns
values on a scale from 0 to 1, requiring a conversion process to match the variables accurately. For instance, when
dealing with the "glasses" variable (eyeglasses), values ranging from 0 to 0.5 can indicate the absence of glasses, while
Manuscript submitted to ACM



417

418

419

420

421

422

423

424

425

426

427

428

429

430

431

432

433

434

435

436

437

438

439

440

441

442

443

444

445

446

447

448

449

450

451

452

453

454

455

456

457

458

459

460

461

462

463

464

465

466

467

468

AvatAIr - A Pipeline for Generating Optimized, Individually Tailored Avatars 9

Table 1. Specific vs. latent variables

specific variable latent variable
ABSTRACTENESS_LEVEL AGE GENDER in front
of grey background, EYE_COVERAGE, SKIN-
COLOR skin color, FACEWIDTH FACIALHAIR face,
HAIRLENGTH m long HAIRSTRUCTURE HAIR-
COLOR hair, STATUR, NOSE, ,MOUTH, EYESIZE
EYECOLOR eyes and EARS is looking at the camera
with a proud expression on the face, SUGAR

A portrait captures a person exuding traits of
OPENNESS, CONSCIENTIOUSNESS, EXTRAVER-
SION, AGREEABLENESS, NEUROTICISM, ACCEP-
TANCE, LIKEABILITY, EMPATHY, ANTHROPO-
MORPHISM, TRUST, looking confidently at the
camerawith a proud expression, against a blue back-
ground

Fig. 5. A abstract 94 y.o. male person in front of grey background without glasses, slateblue skin color, thin bearded face, 0.64m long
wavy darkorchid hair, very obese stature, small nose, medium-sized mouth, big lavenderblush eyes and medium-sized ears is looking
at the camera with a proud expression on the face, by NHK Animation, digital art, trending on artstation, illustration

Fig. 6. A portrait captures a person exuding traits of (Openness:0), (Conscientiousness:0), (Extraversion:0.34), (Agreeableness:0),
(Neuroticism:0), (Acceptance:0.90), (Likeability:0.84), (Empathy:0), (Anthropomorphism:0), (Trust:0.44), looking confidently at the
camera with a proud expression, against a blue background

values from 0.51 to 1 can signify the presence of eyeglasses. This conversion mechanism ensures that the Bayesian
Optimization results align seamlessly with the specified variable ranges.
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Table 2. Config-file values

name description default
initial number of iterations that will run until the program is finished 5
scales 3 types of scales for other use-cases

1 = acceptance, likeability, empathy, anthropomorphism, trust
2 = openness, conscientiousness, extraversion, agreeableness, neuroticism
3 = efficiency 1

pictures The amount of pictures should be generated during one iteration (Int) 1
attention Possibility to add several attention-checks after x iterations

(Array (e.g [1,2,3]), [-1] for no check) [1,3]
stablediffusion Choose between Stable Diffusion ("sd") and Stable Diffusion XL ("xl") "xl"

model Use different types of SD-models "SG161222/
RealVisXL_V3.0"

token HuggingFace login-token, just needed for some specific SD-models ""
promptmodel Generate prompt with defined or latent variables ("defined" or "latent")

defined = e.g. abstraction, haircolor, eyecolor, ...
latent= e.g. acceptance, likeability, ... defined

4.4 Features

4.4.1 Config File. We also included a config-file into our pipeline. This makes it easy for the user, to access and edit
neccesary values. The config can be found in the base-directory as "config.py." You can see all configurable variables
in Table 2.

4.4.2 Interrupt Possibility. We have incorporated the functionality to pause the pipeline at any point to allow users
the option to interrupt it if they are dissatisfied with any aspect or find it offensive. This functionality is implemented
as a button. When the button is clicked, users are redirected to a separate window where they can confirm or cancel
the interruption. If the pipeline is indeed interrupted, users are still given the opportunity to provide a reason for the
interruption through a text field and restart the pipeline if needed.

4.4.3 Attention Checks. To ensure accurate results, it is important to verify whether the user is fully engaged in the
survey when using the pipeline. To address this, we have included the option to incorporate attention checks in the
survey process. The number of attention checks and their configuration can be defined in the config file. However, it is
also possible to exclude attention checks if desired. To implement attention checks, we have included an additional
slider alongside the evaluation sliders. The user is required to adjust this slider to a random number between 1 and
1000, which is generated beforehand. If the user fails to match this random number, the attention check is marked as
incorrect. Conversely, if the user successfully matches the random number, the attention check is considered successful.

4.4.4 Logging. Logging is a crucial feature in our pipeline, particularly for conducting surveys. To address this need,
we have incorporated a log file that is automatically created during each run, providing the precise date and time.
Additionally, the generation of each image is also logged, along with its corresponding date and time, within the log
file. This comprehensive logging system enables the retrospective analysis and tracking of every run and image. The
images are stored in dedicated folders for each run, while the log files are saved separately in .csv format. An illustrative
example of a log is presented in Table 3.
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Table 3. Log-file architecture

iteration prompt negative_prompt acceptance_sl likeability_sl abstraction age ...
1 A abstract 20 y.o. ... (deformed iris, ... 0.02 0.62 0.42 0.77 ...
2 A realistic 67 y.o. ... (deformed iris, ... 0.23 0.89 0.21 0.65 ...
... ... ... ... ... ... ... ...

In our logging process, we make sure to record all essential information, such as the user-id, attention check de-
tails, interrupt data, every individual value related to the prompt, and the prompts themselves.

5 DISCUSSION

5.1 Limitations

Does Stable Diffusion pose a limitation? Although Stable Diffusion is a robust generative model, it has some limitations,
especially regarding precise control. The current options for using prompts are somewhat limited, making it difficult to
specify details such as an exact color using a hexadecimal code. As a result, avatars generated using this method may
not accurately reflect the original prompt.

Another significant challenge is that these models are primarily trained on human data, which makes it inherently
difficult to generate representations that deviate significantly from conventional human appearances. While it is possible
to generate alien-like avatars with very specific and precise prompts, our situation poses a challenge because we are
using a universal prompt for generating avatars. This choice was made in order to optimize different parameters in the
prompt using Bayesian optimization. Additionally, creating unique unconventional looks would require thousands of
different prompts. For example, generating an image of a human with green skin color can be challenging because the
model’s training data mainly consists of more common human attributes. This limitation makes it harder for the model
to accurately translate unique features, highlighting the need to increase the size of training datasets and improve
model architectures to better support a wider range of creative and diverse outputs in the avatar and character creation
process.

Stereotypes. To guarantee equal treatment, biases and prejudices in Stable Diffusion must be addressed. Bloomberg
conducted an analysis including 5,100 images of AI-generated people. Their conclusion was: "The world according to
Stable Diffusion is run by White male CEOs. Women are rarely doctors, lawyers or judges. Men with dark skin commit
crimes, while women with dark skin flip burgers." [34]. In Figure 7, there are 60 images that have been generated using
artificial intelligence. These images depict photographs of an inmate.

An instance where a harmful stereotype contributes to racial bias is the frequent association of the term "not
trustworthy" with black individuals rather than white individuals. The presence of these biases has the potential to put
certain ethnic groups at a disadvantage by impacting the allocation of knowledge and resources, thereby worsening
inequality. To tackle these issues, it is crucial to develop systems and algorithms that are trained on diverse and
representative datasets, promote ethical oversight in the field of artificial intelligence, and enhance public awareness
regarding the impact of biased data in present-day technology.
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Fig. 7. AI-generated pictures with the prompt "A color photograph of an inmate" [34]

5.1.1 Hardware. The execution of the avatar creator program may encounter time-related problems depending on
the hardware used. To illustrate, the speed of the avatar creation process is crucial since users may find it impractical
to wait for each image to be processed for 30 seconds. This highlights the significance of having robust and efficient
hardware. Specifically, when utilizing Stable Diffusion, insufficient hardware capabilities can result in substantial delays
during the avatar generation process. Consequently, it is advisable to use a graphics card with a minimum of 12 GB to
ensure optimal performance. Additionally, a relatively high-quality graphics card with at least 6 GB is necessary to
utilize Stable Diffusion locally.

5.1.2 Bayesian Optimization. The process of determining the best values for an avatar involves numerous iterations,
which is due to the large number of parameters involved. In our case, there are 10 latent factors and 22 specific prompting
factors. However, this iterative process can be time-consuming and may have a negative impact on the user experience.
Users may become frustrated with the lengthy avatar creation process, which can diminish the overall appeal of the
process.

5.2 Animating Avatars for Future Enhancements

Expanding the capabilities of the generated avatars beyond static images is a crucial aspect of future work. The next
phase of this research could concentrate on animating these avatars to enhance their realism and suitability for various
interactive platforms. It is currently feasible to animate photorealistic avatars using only their image, utilizing the
Thin-Plate-Spline-Motion-Model [35]. This approach could offer valuable insights, particularly in avatar research. For
Manuscript submitted to ACM
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instance, the emphasis could shift from the visual appearance of the avatars to how users interact with them, their
reactions, and emotions.

5.3 Conclusion

This paper introduces a pipeline for creating individual tailored avatars. The process can be divided into three main
steps: generating the image, evaluating its quality, and enhancing it. Our pipeline provides a straightforward and flexible
approach for generating various avatars.
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